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Differences between three or more conditions

One-way ANOVA in SAS
To illustrate one-way ANOVA in SAS we will be using the data from Table 1.
Table 1

	<TH>Group A
	Group B
	Group C</TH>

	15
	9
	20

	15
	12
	18

	17
	13
	28

	21
	11
	22

	17
	13
	24

	13
	13
	20

	14
	14
	16

	17
	10
	20

	10
	15
	20


To set these data up as a between-groups design, you can input them into Excel as we have in Screenshot 1:
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Screenshot 1
We have imported the data from an Excel file. We have also created a working copy of the data with the following:
data working; set Data_lib.Chapter8_bg;

To run a one-way between groups ANOVA, we need to use the GLM() command. In order to run a one-way ANOVA on our data, you would need to set up the following series of commands:
Proc GLM Data = working;

Class Group;

Model Score = Group;

Means Group;

run;
The first command calls the GLM procedure and indicates that it is to do its analysis on the data that we called 'working' in the earlier command. The second indicates which of the variables is the categorical one. The third indicates that we are testing for difference in 'Score' between the categories of the 'Group' variable. Finally, the fourth command asks SAS to display the means for each group. When you run this, you will be presented with the following output:
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                                       The GLM Procedure

Dependent Variable: Score   Score

                                              Sum of

      Source                      DF         Squares     Mean Square    F Value    Pr > F

      Model                        2     345.4074074     172.7037037      20.45    <.0001

      Error                       24     202.6666667       8.4444444

      Corrected Total             26     548.0740741

                       R-Square     Coeff Var      Root MSE    Score Mean

                       0.630220      17.95427      2.905933      16.18519

      Source                      DF       Type I SS     Mean Square    F Value    Pr > F

      Group                        2     345.4074074     172.7037037      20.45    <.0001

      Source                      DF     Type III SS     Mean Square    F Value    Pr > F

      Group                        2     345.4074074     172.7037037      20.45    <.0001
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                                       The GLM Procedure

                        Level of           ------------Score------------

                        Group        N             Mean          Std Dev

                        GroupA       9       15.4444444       3.08670986

                        GroupB       9       12.2222222       1.92209377

                        GroupC       9       20.8888889       3.48010217
If you wanted to follow up this significant difference you can do so using Tukey’s Honestly Significant Difference test (Tukey’s HSD). In order to do this, we simply need to add an additional subcommand to the Means command in the set of statements we ran earlier. We simply need to add a /Tukey subcommand e.g.
Means Group / Tukey;

When you run this, you will be presented with the following additional output:
                                       The GLM Procedure

                         Tukey's Studentized Range (HSD) Test for Score

 NOTE: This test controls the Type I experimentwise error rate, but it generally has a higher

                                 Type II error rate than REGWQ.

                          Alpha                                   0.05

                          Error Degrees of Freedom                  24

                          Error Mean Square                   8.444444

                          Critical Value of Studentized Range  3.53170

                          Minimum Significant Difference         3.421

                   Means with the same letter are not significantly different.

                   Tukey Grouping          Mean      N    Group

                                A        20.889      9    GroupC

                                B        15.444      9    GroupA

                                B

                                B        12.222      9    GroupB
Here you can see that SAS displays the results in a strange way. It essentially groups the conditions which are not significantly different from each other and assigns a letter to them. You can see that Groups A and B have the same letter assigned to them ('B') and so these are not significantly different from each other. However, Group C has a different letter assigned to it ('A') and so this is significantly different from both Groups A & B.

Repeated-measures ANOVA in SAS 

To illustrate running a one-way repeated measures design, we will use the same data as we used for the between-participants design but analyse it as if each participant took part in all three conditions. In order to set this up appropriately in Excel, you should have a separate column for each condition. You should thus set your data up in Excel as we have indicated in Screenshot 5:
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Screenshot 5
Once you have the data in SAS, you can use again the GLM() command to run the ANOVA. The set of commands we use is indicated below:

Proc GLM dataa =working;

Model GroupA GroupB GroupC = /nouni;

Repeated Condition 3/Printe;

run;
The first command tells SAS to analyse the data in the 'working' file. The second indicates that we have three conditions to analyse. We do not have a between-groups variable and so there is no variable name after the '='. We have, though, included an extra argument in this command ('/nouni'). This is because without this, SAS gives us some extra tests on each of the individual conditions which we do not need. The third command is used to indicate that the variables in the Model statement are conditions of a repeated measures factor which we have called 'Condition' and there are three conditions. We have to generate the name of this variable. We called it 'Condition' but it is up to you to choose an appropriate name. The statement after the forward slash '/' requests Mauchley's test of sphericity. The output that we get from these commands is presented below:

              The SAS System      14:04 Monday, December 12, 2011  55

                                       The GLM Procedure

                             Repeated Measures Analysis of Variance

                               Repeated Measures Level Information

                        Dependent Variable      GroupA   GroupB   GroupC

                        Level of Condition           1        2        3

            Partial Correlation Coefficients from the Error SSCP Matrix / Prob > |r|

                      DF = 8         GroupA         GroupB         GroupC

                      GroupA       1.000000      -0.545448       0.424086

                                                    0.1288         0.2553

                      GroupB      -0.545448       1.000000       0.004153

                                     0.1288                        0.9915

                      GroupC       0.424086       0.004153       1.000000

                                     0.2553         0.9915

                                     E = Error SSCP Matrix

      Condition_N represents the contrast between the nth level of Condition and the last

                                          Condition_1      Condition_2

                         Condition_1          100.222           34.333

                         Condition_2           34.333          126.000

               Partial Correlation Coefficients from the Error SSCP Matrix of the

                 Variables Defined by the Specified Transformation / Prob > |r|

                         DF = 8           Condition_1      Condition_2

                         Condition_1         1.000000         0.305526

                                                                0.4240

                         Condition_2         0.305526         1.000000

                                               0.4240

                                        Sphericity Tests

                                               Mauchly's

            Variables                    DF    Criterion    Chi-Square    Pr > ChiSq

            Transformed Variates          2    0.8948813     0.7774491        0.6779

            Orthogonal Components         2    0.9328194     0.4868054        0.7840
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                                       The GLM Procedure

                             Repeated Measures Analysis of Variance

     MANOVA Test Criteria and Exact F Statistics for the Hypothesis of no Condition Effect

                            H = Type III SSCP Matrix for Condition

                                     E = Error SSCP Matrix

                                      S=1    M=0    N=2.5

        Statistic                        Value    F Value    Num DF    Den DF    Pr > F

        Wilks' Lambda               0.13686565      22.07         2         7    0.0009

        Pillai's Trace              0.86313435      22.07         2         7    0.0009

        Hotelling-Lawley Trace      6.30643518      22.07         2         7    0.0009

        Roy's Greatest Root         6.30643518      22.07         2         7    0.0009
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                                       The GLM Procedure

                             Repeated Measures Analysis of Variance

                   Univariate Tests of Hypotheses for Within Subject Effects

                                                                             Adj Pr > F

Source              DF    Type III SS    Mean Square   F Value   Pr > F    G - G    H - F

Condition            2    345.4074074    172.7037037     21.60   <.0001   <.0001   <.0001

Error(Condition)    16    127.9259259      7.9953704

                              Greenhouse-Geisser Epsilon    0.9370

                              Huynh-Feldt Epsilon           1.2134
You can see from this that the Mauchley test of sphericity is non-significant and so we meet this assumption for running the repeated measures ANOVA. In terms of the main analysis, we have an F-value of 21.60 with 2, 16 degrees of freedom and this has an associated p-value of < .0001.
Kruskal-Wallis and the median test in SAS 

To run a Kruskal-Wallis test in SAS, we need to use the Proc Npar1way() command that we used for Mann-Whitney test in Chapter 7. For example, we can type in the following:
Proc NPar1way Data = working;

Class Group;

var Score;

run;
When you do this for the data used earlier for the one-way between-participants ANOVA, you will be presenting quite a lot of output. We have presented just the relevant part below (which is the Kruskal-Wallis part of the ouptut):

                    The SAS System      14:04 Monday, December 12, 2011  65

                                     The NPAR1WAY Procedure

                         Wilcoxon Scores (Rank Sums) for Variable Score

                                  Classified by Variable Group

                                   Sum of      Expected       Std Dev          Mean

             Group        N        Scores      Under H0      Under H0         Score

             ƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒ

             GroupA       9        121.50         126.0     19.352996         13.50

             GroupB       9         58.50         126.0     19.352996          6.50

             GroupC       9        198.00         126.0     19.352996         22.00

                               Average scores were used for ties.

                                      Kruskal-Wallis Test

                                   Chi-Square         17.3734

                                   DF                       2

                                   Pr > Chi-Square     0.0002

You can see here that we have chi-square value of 17.37 with two degrees of freedom and an associate p-value of .0002. 

As we have a significant difference between the conditions, we would need to follow this up with pairwise comparisons of the conditions using the same command, but specifying which pairs of conditions need to be compared in each case.

The median test

To obtain details of the median test in SAS, you simply run the same commands for the Kruskal-Wallis test presented above. As part of this analysis, you will be presented with details of the median test. This is presented in the printout below:
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                                     The NPAR1WAY Procedure

                Median Scores (Number of Points Above Median) for Variable Score

                                  Classified by Variable Group

                                   Sum of      Expected       Std Dev          Mean

             Group        N        Scores      Under H0      Under H0         Score

             ƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒ

             GroupA       9           4.0      4.333333      1.247219      0.444444

             GroupB       9           0.0      4.333333      1.247219      0.000000

             GroupC       9           9.0      4.333333      1.247219      1.000000

                               Average scores were used for ties.

                                    Median One-Way Analysis

                                   Chi-Square         17.4286

                                   DF                       2

                                   Pr > Chi-Square     0.0002

Friedman's ANOVA in SAS
For the sake of illustration, we are going to use the same data as used previously in this guide for the Kruskal-Wallis test but input this time in a way suitable for a repeated measures design. However, SAS does not have the option to run a Friedman's test, but we can get the same results by using the Cochran-Mantel-Haenszel test. To run this test, we need to organise our data slightly differently from how we would for a repeated measures ANOVA. We have to use the long format. Basically, we set our data out for a between-participants design but add an extra column where we identify which scores come from each participant (Screenshot 6):
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Screenshot 6
You should notice in Screenshot 6 that we have a column headed 'Participant'. In this column, we have input an ID for each participant and this column tells us for each condition which score was generated by each participant. Thus Participant 1 has contributed the scores in rows 1,  11 and 20. Once you have set up the data file, you should import it into SAS.

We then need to use the Proc Freq command along with the Tables command. In the Tables command, we specify an argument (/CMH2) which tells SAS to run the Cochran-Mantel-Haenszel test.  The commands for running this are presented below:

data working; set Data_lib.Chapter8_WG_Long;

proc freq data=working;

  tables Participant*Group*Score / cmh2 scores=rank noprint;

run;
The order of the variables after the tables command should be the participant id variable, followed by the grouping variable (which indicates which condition each score came from) and finally the score on the DV itself. The noprint command at the end of the Tables command prevents SAS outputting a huge number of frequency tables which we might not be interested in. When you run these commands, you will be presented with the following:
                      The SAS System     09:51 Tuesday, December 13, 2011  21

                                       The FREQ Procedure

                             Summary Statistics for Group by Score

                                  Controlling for Participant

                   Cochran-Mantel-Haenszel Statistics (Based on Rank Scores)

                Statistic    Alternative Hypothesis    DF       Value      Prob

                ƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒ

                    1        Nonzero Correlation        1      7.1176    0.0076

                    2        Row Mean Scores Differ     2     15.7647    0.0004

                                     Total Sample Size = 27
The part of the printout that we are interested in is the 'Row Mean Scores Differ' row. The value (15.76 in this example) is the same chi-square value as you get running a Friedman's test in SPSS. We can see that this chi-square has 2 degrees of freedom and an associated p-value of .0004.
PAGE  

